The GATE research theme Virtual Characters deals with the creation of realistic behavior for virtual characters that inhabit the virtual worlds and games. These can be either avatar representations of the users or computer-controlled characters. Such realistic behavior is important to increase the immersion of players in the game world.

For example, we investigated the effects of both vertical and horizontal Field of View restriction on maneuvering performance. A restriction of both the horizontal and vertical angle of the visual field resulted in increased time needed to traverse the course. In addition, the while the substitution of games has been closed, the contest will be organized again next year thanks to the financial support of the CAICT organization.

Apart from modeling behavior, we also want to synthesize the motion of virtual characters. One of the basic operations that virtual characters must perform is navigating from their current location in the virtual world to a desired new location. Often multiple characters move in large groups or crowds in the same environment. Path planning and crowd simulation play an important role in computer games in the immersion that a player experiences. Although path finding has been extensively studied over the past years, traditional techniques have mainly focused on creating collision-free and short paths, rather than on creating natural paths. Existing real-time crowd simulation approaches also fail to deliver motions that are realistic or at least convincing to the viewer. We invent new, practical path planning and crowd simulation algorithms that generate convincing paths in real time.

In all these cases, further innovation is needed. More insight into how to model behavior, and new methods to synthesize actions of virtual characters are necessary to push the virtual worlds and games in general to the fact that all the elements in the scenario need to be as realistic as possible. This entails that the virtual agents in the system need to be believable and perform behavior appropriate to the situation in the game. In order to create believable agents, that perform the role of virtual humans in the system, we investigate the workings of cognitive processes in humans and how these can be simulated by agents. More specifically, we look at how can cognitive states be formally represented and how do they relate to the generation, selection and execution of behavior of the agent. In this work, agent behavior is taken to include (but is not limited to) verbal and non-verbal communication and social behaviors in general.

Apart from modeling behavior, we also want to synthesize the motion of virtual characters. One of the basic operations that virtual characters must perform is navigating from their current location in the virtual world to a desired new location. Often multiple characters move in large groups or crowds in the same environment. Path planning and crowd simulation play an important role in computer games in the immersion that a player experiences. Although path finding has been extensively studied over the past years, traditional techniques have mainly focused on creating collision-free and short paths, rather than on creating natural paths. Existing real-time crowd simulation approaches also fail to deliver motions that are realistic or at least convincing to the viewer. We invent new, practical path planning and crowd simulation algorithms that generate convincing paths in real time.

In all these cases, further innovation is needed. More insight into how to model behavior, and new methods to synthesize actions of virtual characters are necessary to push the virtual worlds and games in general to perform behavior appropriate to the criteria of training simulations or serious games in general is the cognitive behavior of virtual characters. One of the main challenges is how to interpret such non-verbal behavior as social signals. And the next major step is how virtual humans should react, using similar non-verbal behavior.

Human Interaction in Games

In traditional 3D games, interaction is severely limited: you, the user, can see the virtual humans, but they cannot see you. As a consequence, a whole communication channel, that of non-verbal communication, is completely neglected, thus far. But new enabling technology for sensing body posture and gestures, like the Kinect, is becoming available. Potentially, the virtual humans can now see you too! But sensing device is only the first step.

A challenge is how to interpret such non-verbal behavior as social signals. And the next major step is how virtual humans should react, using similar non-verbal behavior.

Interaction between real and virtual humans is becoming more interesting. In a classical 3D game, interaction is severely limited: you, the user, can see the virtual humans, but they cannot see you. As a consequence, a whole communication channel, that of non-verbal communication, is completely neglected, thus far. But new enabling technology for sensing body posture and gestures, like the Kinect, is becoming available. Potentially, the virtual humans can now see you too! But sensing device is only the first step.

A challenge is how to interpret such non-verbal behavior as social signals. And the next major step is how virtual humans should react, using similar non-verbal behavior.

Social interaction in gaming needs non verbal behavior sensing and generation.

Non-verbal Continuous Interaction for Games and Training

Human Interaction in Gaming is becoming more and more important. New sensing devices like the Kinect are going enable verbal as well as non-verbal continuous interaction in gaming and simulation for training.

Interaction between real and virtual humans is becoming more interesting. In a classical 3D game, interaction is severely limited: you, the user, can see the virtual humans, but they cannot see you. As a consequence, a whole communication channel, that of non-verbal communication, is completely neglected, thus far. But new enabling technology for sensing body posture and gestures, like the Kinect, is becoming available. Potentially, the virtual humans can now see you too! But sensing device is only the first step.

A challenge is how to interpret such non-verbal behavior as social signals. And the next major step is how virtual humans should react, using similar non-verbal behavior.

Human Interaction in Games

In traditional 3D games and VR applications, interaction, via body posture, gesturing, or other non-verbal behavior is hampered. There are many applications and games where this won’t do. Think of police training in the form of a serious game: handling challenging social situations asks for good social skills and good interaction techniques. It is not just what you say, but also how you say it. For instance, what gestures do you use, what is your body language? All are equally important. Fortunately, technology for sensing body posture and gestures is becoming available, both for the professional market in the form of suits with motion tracking as well as for the consumer market with much more affordable devices like the Kinect. Of course knowing the physical body pose of a human is not enough: the next real challenges are how to interpret such non-verbal behavior as social signals, and how virtual humans should react, using similar generated non-verbal behavior.

Continuous Interaction

Interpreting as well as generating multi-modal behavior for virtual humans is a core business for the Human Media Interaction group at the University of Twente. Within the Gate project we focus on ‘Continuous Interactive Embodied Agents (ECA)’ who can deal actively with responses and interruptions from the user. In order to create rapport and to check whether the message was still understandable and following the ECA, several feedback elicitation techniques were built in. For instance, prosodic (pitch, contour, pauses) and gaze behavior were adjusted (based on findings in the literature) in such a way that it would invite users to give feedback. In order to deal with cooperative feedback (e.g., backchannels and interruptions (e.g., ‘barge-ins’, ‘wait wait I don’t understand’), online classifiers were developed to decide whether the user was still speaking or not. The user begins to speak while the ECA is still speaking.

Eckerlyc

Our open source behavior realizer Eckerlyc (http://hmi.ewi.utwente.nl/showcase/ Eckerlyc) is specifically designed to steer ECAs in very flexible manner, so that continuous interaction is potentially allowed. Experiments with this setup are ongoing. For more information on eINTERFACE’10 and our project, see (http://enterface. service.ua.nl/) where you can also find tutorials and keynote presentations given at the workshop.
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The work on continuous interaction by the Human Media Interaction group is done within the “Virtual Characters” theme of the Gate project. The persons involved are Herwin van Welbergen (PhD student), Dennis Redasma (Postdoc) and Job Zwiers.

Job Zwiers is associate professor at the Human Media Interaction group of the department of Computer Science of the University of Twente. He has a background in physics and theoretical computer science, and verification of distributed systems. His current interests are in the fields of human computer interaction, computer graphics, multi agent Systems, and ambient intelligence. He has participated in European projects AMI, Mesh, Amida, and in the AgentLink network of excellence. He is currently active within the European projects MetaVerse, the Dutch Gate project, and the just started Commit project, related to interaction in virtual reality environments.