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Abstract. Incidents like the crash of Lion Air Flight 610 in 2018 challenge the design
of reliable and secure cyber-physical systems that operate in the real-world and must
cope with unpredictable external phenomena and error-prone technology. We argue that
their design needs to guarantee minimal machine consciousness, expressing that these
systems must operate with full awareness of (the state of) their components and the envi-
ronment. The concept emerged from our recent efforts to develop a computational model
for conscious behavior in robots. It leads to a full-fledged design philosophy for ‘cog-
nitive’ cyber-physical and cyber-physical human systems, based on analogies with the
design of weak Al’s. Making systems minimal machine conscious leads to more trust-
worthy systems, as it strengthens their behavioral flexibility in varying environments and
their resilience to operation or cooperation failures of their components or as a whole.
The notion of minimal machine consciousness has the potential to become one of the
defining attributes of Industry 4.0.

We need to break down the concept of consciousness into dif-
ferent aspects, all of which tend to occur together in humans,
but can occur independently, or some subset of these can oc-
cur on its own in an artificial intelligence. [. .. ] We can imag-
ine building something that has some aspects of consciousness
and lacks others.

Murray Shanahan [5], 2018

Keywords: cyber-physical systems, design philosophy, digital twins, Industry 4.0,
minimal machine consciousness, reliability, safety, self-control.

1 Introduction

Aircraft crashes like that of Lion Air Flight 610 and collisions of self-driving vehicles
can often be reduced to combined failures in the hardware and software components of
their underlying systems. Incidents like this seriously challenge the design of reliable
and secure systems that operate in the real world and can cope with unpredictable
external phenomena and error-prone technology. How should one look at the issues at
stake here, from a design philosophical viewpoint?

* Version dated: July 8, 2020. The research of the first author was partially supported by ICS AS CR
fund RVO 67985807, programme Strategy AV21 “Hopes and Risks of the Digital Age”, and the Karel
Capek Center for Values in Science and Technology. This paper is the full version of [23].
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The systems are examples of cyber-physical systems, the modern breed of inte-
grated information and communication systems that almost exclusively rely on pro-
grams and computers (processors) to govern the behavior of a designated set of pro-
cesses or mechanisms in the physical world. Cyber-physical systems comprise both
the computers and the parts of the physical world they govern [2, 9]. In a more general
conception, human operators may be included as components as well [20].

Example 1. Examples of cyber-physical systems include ATM’s, heart pacemakers, mobile phones,
smart TVs, driverless cars, aircraft, trains, lifts, cranes, power plants, ships, orbital space stations, manu-

facturing systems, and many other systems. (Cf. [9].) Cyber-physical systems are usually interconnected
with many other computerized systems and services.

The development of cyber-physical systems is rapidly progressing with the use of
advanced Al techniques. In fact, cyber-physical systems can be seen as generalized
robots that are controlling complex, and even critical tasks with as little human inter-
vention as possible. Their design must satisfy the highest standards in reliability and
safety. Yet, incidents like mentioned above continue to occur. A natural question is
how this state of affairs could be improved.

From a philosophical perspective, the vulnerability of cyber-physical systems is
rooted in their lacking or limited cognitive abilities. Indeed, one may well argue that
today’s cyber-physical systems still operate as ‘zombies’ when it comes to adjusting to
new or varying environments, their ‘awareness’ of operation and cooperation failures
(of their components or as a whole), and reacting properly to combined malfunctions
of their modules.

This suggests that cyber-physical systems should be designed with more advanced
options of self-control and intelligence, to cope with their complex environment. Even
if we do not know how to endow these systems with the facilities of full-blown intel-
ligence or even consciousness, and perhaps one might not even want to (cf. [4, 17]),
one can imagine to equip them with important aspects of awareness and behavioral
knowledge of the parts of the world that they perceive via their sensors. As Shanahan
[5] notes: We can imagine building something that has some aspects of consciousness
and lacks others.

In this paper we argue that the design of adequately self-controlled cyber-physical
systems must guarantee, what we call, minimal machine consciousness (MMC), a con-
cept expressing that the systems must operate and act based on, and maintaining, full
awareness of (the state of) their components and the situation in their environment. We
also propose a design philosophy for ‘cognitive’ cyber-physical systems that fits this
goal, based on analogies with the design of weak Al’s.

The concept of minimal machine consciousness has emerged in our recent effort
to give a practical model for conscious behaviour in robots, based on the theory of
automata [22]. The concept was initially meant to provide an exploratory, theoretical
approach to the computational modeling of certain basic aspects of (artificial) con-
sciousness that are of interest from a theoretical and philosophical point of view. How-
ever, we will show that the underlying ideas can also be used in the design of reliable
and secure cyber-physical devices that operate in the real world.

We contend that designing cyber-physical systems to be minimal machine con-
scious is the key to obtaining trustworthy systems, as it strengthens their behavioral
flexibility in new or varying environments and their resilience to operation or cooper-
ation failures of their components or as a whole. As a design objective, the notion of
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minimal machine consciousness seems to provide the missing link to obtaining safe
cyber-physical systems, and it should therefore be applied wherever possible and ap-
propriate. This is summarized in the following design philosophy [23]:

All cyber-physical systems operating in a given environment, with or without
human aid, must be designed as minimal machine conscious cognitive systems.

Outline In the remainder we describe the essence of the design philosophy we pro-
pose. In Section 2 we outline the architectural basis of the cyber-physical systems that
will be termed ‘cognitive’. (We restrict our treatment here to finite-state systems.) We
present the Sense-Analyze-Compute-Act paradigm for modeling their operational cy-
cle, in analogy to the feedback loop concept of autonomous systems [12].

Then, in Section 3, we define the four principles of minimal machine conscious-
ness. We argue in detail why cognitive cyber-physical systems have what it takes to
satisfy the criteria, relating MMC to the four stages of their operational cycle. We ex-
plain how additional features like artificial emotions may articulate aspects of their
behaviour. The model derives from the general framework in [22].

In the subsequent sections we argue why minimal machine consciousness gives
us a proper tool for the design challenge we posed. In Section 4 we discuss what is
typically made possible by minimal machine consciousness and what it amounts to as
a design objective. Next, in Section 5, we describe a test for determining whether a
cognitive cyber-physical system is indeed minimal machine conscious. We also con-
sider the generalized concept of ‘minimal collective machine consciousness’ for cyber-
physical meta-systems such as cyber-physical human systems [20].

Finally, in Section 6 we discuss the viability of realizing cognitive cyber-physical
systems by means of current software technology and assess the potential of minimal
machine consciousness for becoming one of the defining system attributes of Industry
4.0. In Section 7, we offer some conclusions. This paper is the full version of [23].

2 Cognitive Cyber-Physical Systems

Our aim is to give a design philosophy for cyber-physical systems that are fully and ad-
equately self-controlled, i.e. systems (or their software) that are ‘aware’ of the internal
and external factors that influence and determine their operations and the effects they
cause. The philosophy should lead to an easy way to impose all necessary requirements
of reliability and safety.

The architectural model of cyber-physical systems as we envision them is that
of cognitive systems. In this section we describe the model, by sketching its compo-
nents and operational paradigm. In the next section we argue that, in order to be self-
controlled, cognitive cyber-physical systems must be minimal machine conscious.

2.1 Architecture

In general, a cyber-physical system is an embedded entity of (hardware and software)
components that is producing a behavior in some environment, based solely on the in-
puts from its sensory and motor modules and other designated interfaces to the outside
world. Some systems may also take inputs from human operators. See [1] for a general
introduction to the foundations of cyber-physical systems.
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In cognitive cyber-physical systems, a specific structure as well as a fitting opera-
tional paradigm are imposed that allow for a qualitative assessment of the information
obtained from all input sources, and a determination of the appropriate actions that the
system should take in response to it.

The basic architecture of a cognitive cyber-physical system C' consists of five main
parts: its network interfaces, its sensory units, its motor units (or effectors), its finite-
state control unit and its dashboard. For simplicity, we will consider all external inputs
(e.g. from network interfaces) as inputs from sensory units. See Figure 1 for a typical
systems view.

Sensory units Sensory units are devices, modules, or subsystems whose purpose is to
detect and register events or changes in the system’s environment and send the infor-
mation about them to the control unit of the system. A sensory unit (sensor or interface)
sends both a representation of the occurrence of a phenomenon or network event it is
specialized to and for sensors, depending on the type of sensor, also a feedback signal
representing the accuracy of the corresponding sensation. The accuracy of a sensation
can be graded according to some scale (such as insufficient, low, fair, excellent, and so
on) and depends on the nature of that sensation. For example, it can be its magnitude,
intensity, frequency, blurriness, etcetera.

Motor units Motor units are devices, modules, or subsystems whose purpose is to
perform one or more actions in the environment, seen as components of the system’s
behavior. Some motor units may serve for the positioning of sensors or of the system
as a whole, others may be designed for manipulating various effectors of the system.
Motor modules send feedback to the control unit in the form of reports stating whether,
or to what extent, an intended operation could be realized. The feedback ‘accuracy’ and
the ‘reports’ together are called the quality of the respective feedback.
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Fig. 1. A schema of a cognitive cyber-physical system
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The qualities of the sensations and the reports from the motor modules provide
important feed-back information to a system. The graded responses allow the system
to monitor the working of its sensory and motor modules. Clearly, not all effectors
must perform mechanical movement. Some of them may be ‘transmitters’ that just
produce internal or external signals of some kind: optical, chemical, acoustic, tactile,
visual, radio-magnetic, etc. The emitted signals are used for communication purposes,
under the assumption that the system and its environment possesses receivers for the
respective signals

Finite-state control The finite-state control unit is the computational heart of any
cognitive cyber-physical system. It acts in a similar way as a deterministic finite-state
automaton [22]. The control unit iterates the operational cycle of the system (see be-
low). In any iteration, its purpose is to determine the (next) set of actions of the entire
system based on four ingredients: the current state of the control unit, the current
sensations (inputs) from the sensory modules, the quality of these sensations, and the
current reports from the motor modules. Typically, the finite-state control unit will be
a multiprocessor that is programmed to generate the instructions for the set of actions
to follow. States represent the possible configurations of the unit.

Presuming that there is but a finite number of sensory and motor modules and that
the control unit can recognize but a finite number of signals of various types received
from these modules, a control unit can produce but a finite number of different instruc-
tions. Each such instruction states for a specific sensory or motor module what it has
to do ‘in the next step’. The instructions may require repeating a previous action, or
performing a new specific action, or doing nothing at all. The number of different ac-
tions can be very large, even exponential in the number of received signals. (In general,
control units may well be allowed to operate on potentially infinite state-sets, but we
do not consider this here.)

Dashboard The four ingredients on which the control unit operates are jointly called
the dashboard information of C'. (At any time ¢, this information can be seen as the
instantaneous description of the system at time ¢.) We note that all sufficiently complex
(cognitive) cyber-physical systems have some form of ‘physical’ dashboard that has no
influence on computation but is only used by a human operator for keeping a system’s
behavior within reasonable ‘boundaries’. This human activity can be partially or fully
automated, as we expect it is in self-controlled systems.

Note that, in principle, the control unit works orders of magnitude faster than many
of the other modules, especially the mechanical ones, of a cognitive system. Therefore
the entire system works in an asynchronous manner, with its components linked rather
as in a distributed system.

2.2 Operation

The second characteristic feature of a cognitive cyber-physical system is its partic-
ular operational cycle. It is a variant of the well-known ‘robotic paradigm’, i.e. the
Sense-Think-Act or Sense-Plan-Act cycle, but now with four phases that are iterated in
sequence: Sense-Analyze-Compute-Act (SACA). The ‘Analyze-Compute’ part may be
seen as a refinement of the ‘Think’ or ‘Plan’ phase in the standard robotic case. The
four phases are characterized as follows.
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Sense In the first phase (‘sense’) the dashboard information is retrieved, in parallel,
by the control unit. The dashboard information must be read in parallel since the next
‘step’ of the system must be based on all available information at the time a new
iteration of the operational cycle begins.

Analyze In the second step (‘analyze’), the dashboard information and its gradings
are interpreted and fitted against the state information of the finite control, so as to
determine how the system and its actions are progressing internally and, naturally, in
the system’s environment (as far as it can tell from its sensory input). The phase leads to
a possible amendment of the current strategy of the system, including the modification
of relevant analysis parameters.

Compute In the third step (‘compute’), the system’s transition function is applied to
the dashboard information and the current or amended strategy of the system. This is a
function that for any given current state, current dashboard information, and the current
analysis of it determines a new state of the control unit and for each sensory and motor
module, the instructions needed to trigger and realize (or modify) an appropriate action
in this iteration.

Act Finally, in the fourth step (‘act’), the new state of the control unit and the instruc-
tions for the new actions are broadcast to the respective modules in parallel, based on
the result of the transition function.

After the modules perform their new operations, a new bundle of data is gathered
to refresh the dashboard: new sensations and their qualities from the sensory modules,
and new reports from the motor modules. Then the entire operational cycle is repeated.
The schema of a cognitive cyber-physical system is depicted in Fig. 1. Speedy opera-
tion of a system may require that consecutive iterations overlap in practice.

The Sense-Analyze-Compute-Act cycle concept resembles that of the Monitor-
Analyze-Plan-Execute-(over-shared-)Knowledge (MAPE-K) feedback loop as known
in the design of self-adaptive autonomic systems [12]. A formal description of the en-
tire model can be given in a framework like suggested in [1] or in the same way as in
the automata-theoretic framework described in [22].

Definition 1. A cognitive cyber-physical system is called complete if and only if its
transition function is defined for all combinations of its inputs.

A complete cognitive cyber-physical system can, in principle, react differently to dif-
ferent inputs in response to changes in its input parameters.

3 Self-controlled Cognitive Cyber-physical Systems and Minimal
Machine Consciousness

As cognitive cyber-physical systems operate, potentially, in full ‘cognizance’ of their
components and their environment, it makes sense to consider how they might operate
under full and adequate self-control. In this section we first outline how the four-phased
operational paradigm leads to the four principles of self-control which we collectively
call minimal machine consciousness (in analogy to [22]). Next we argue that all self-
controlled cognitive cyber-physical systems must be minimal machine conscious. We
conclude with several further reflections, e.g. on articulating aware behaviour through
‘artificial emotions’.
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3.1 Minimal Machine Consciousness

Cognitive cyber-physical systems can be adequately self-controlled only when a full
‘picture’ of itself and its embedding can be derived (implicitly), based on the informa-
tion from their sensory and motor units and on the potential actions they can initiate at
a given moment.

Considering the Sense-Analyze-Compute-Act paradigm, it makes sense to distin-
guish four corresponding ‘dimensions’ that together serve as prerequisites for adequate
self-control. This leads to the following ‘self-x’ properties which one might consider
for a cognitive cyber-physical system C'

— self-knowledge: C has complete knowledge of its current cognitive state as well as
of the data produced by all its interfaces, sensors and motor units.

— self-monitoring: C' is completely informed about the performance and status of its
sensory and motor units over time (including the quality of the sensations and the
reports from all of them) and of its embedding in the environment as it is.

— self-awareness (or self-reflection). C behaves in a way that unambiguously reflects,
resp. is determined by, its current cognitive state and the information gained by its
self-knowledge and self-monitoring abilities, and that is ‘aware’ of the internal and
external changes that it causes.

— self-informing: C' globally broadcasts its cognitive state, to all modules of the sys-
tem and whenever changes of state occur.

Note that these self-x properties are all oriented towards the ‘cognitive’ behaviour of a
cyber-physical system, as opposed to the self-x properties normally distinguished for
autonomous systems (self-configuring, self-optimizing, self-healing, self-protecting)
which are oriented towards the self-management of a system’s software [12].

Definition 2. A cognitive cyber-physical system C' is called minimal machine con-
scious (MMC) if and only if it is self-monitoring, self-knowledgeable, self-aware, and
self-informing.

There are several reasons for using the term ‘minimal machine consciousness’ for
the collective properties we distinguished. A major reason is that, together, they seem
to represent the minimum requirements for a system to be non-zombie: omitting any
of these requirements might cause a system not to respond adequately under all cir-
cumstances it may encounter (cf. Section 5). Furthermore, a cognitive cyber-physical
system was defined as a finite-state system, without relying on further resources. This
means that the ‘active’ memory available to realize any sort of ‘conscious behaviour’
is only assumed to be finite, i.e., ‘minimal’ when compared to intelligent systems with
(potentially) unbounded active memory.

The four principles of self-control are necessarily informal. We envision that for
any class of cyber-physical systems they are concretized, to the extent that they provide
precise requirements for the system designers and are verified for the systems that are
claimed to satisfy them.

Example 2. Several disasters of airplanes and space shuttles have been caused by the lack of self-
knowledge and self-monitoring qualities, and the absence of cooperation among the modules of the
flight-control system. For example, in 1986, the space shuttle Challenger exploded due to an unspot-
ted malfunction of the spacecraft’s rubber seals. No one on board survived. The recent crash of Lion Air

Flight 610 was caused by a malfunctioning of the flight-control system of a Boeing 737 MAX 8§ that
should not have happened if it had been a minimal machine conscious system.
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Example 3. Minimal machine consciousness is not necessarily restricted to cognitive cyber-physical sys-
tem that have a finite number of configurations only. For example, note that a Turing machine can be seen
as a cognitive cyber-physical system in which a finite-state control governs a finite set of sensory and
motor units, namely the respective read/write heads on its worktapes. Operating over an input stream by
means of the actions and feedbacks from the read/write heads, the system is seen to be minimal machine
conscious. Nevertheless, the work-tapes give it a potentially unbounded memory and thus, an unbounded
number of configurations. In general, if a system has potentially unbounded memory at its disposal, it can
store information about all events it ever experienced in the past and is currently experiencing, giving it
far greater ‘cognitive’ abilities, at least potentially, than the cyber-physical system we consider.

3.2 Self-controlled Cognitive Cyber-physical Systems are MMC

The four principles that define minimal machine consciousness (self-knowledge, self-
monitoring, self-awareness and self-informing) correspond precisely to the properties
that are required for full and adequate self-control in the various phases of the opera-
tional cycle of a cyber-physical system. We formulate this as follows.

Proposition 1. Self-controlled cognitive cyber-physical systems are necessarily mini-
mal machine conscious.

We expand on our arguments in support of the proposition below, considering each
of the properties of minimal machine consciousness in turn:

(a) Self-controlled cognitive cyber-physical systems have self-knowledge

The information needed for self-knowledge includes its current cognitive state and
the information produced by its interfaces, its sensory units and its motor modules. In
a cognitive cyber-physical system, this is part of the data maintained in the dashboard.
It gives the system the possibility to report any information that is needed about its
functioning, at any time.

(b) Self-controlled cognitive cyber-physical systems are self-monitoring

In the state it is in, the feedback from the sensory and motor modules as it is
supplied by the feature of self-knowledge, makes it possible for the system to monitor
itself. Namely, from these modules the system gets the data about its current working
conditions (the qualities of the sensations and reports of the motor units), and based
on this information it can either prolong its functioning without any further special
actions or take steps that remedy or adjust its operation. All this confirms the machine’s
certainty, or errors, in its actions and enables the repair of its own mistakes [3].

(c) Self-controlled cognitive cyber-physical systems are self-aware

The current cognitive state and the information gained by its self-knowledge and
self-monitoring abilities, enable a system to determine (‘compute’) whatever its ap-
propriate next action would be, in the environment in which it operates. The property
of self-awareness follows from the fulfillment of the following three conditions:

— the capacity of introspection, i.e. the ability to reflect on one’s own mental state
(cf. [3]). General mechanisms of introspection seem to be beyond the ability of finite-
state devices, as they may require unbounded memory. In the framework of finite-
state systems, introspection can be modeled by a finite number of system states. For
instance, ‘interesting’ past states can be stored (‘remembered’) in the current state,
by using the standard automata theory technique of storing data in an automaton’s
state. In this way, one can even introduce dedicated states of the control unit, so-called
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machine qualia states, in which a system can remember important past events that still
require its ongoing attention (cf. [22]). Machine qualia offer the system a mechanism
for remembering certain ‘subjective’ cognitive states of the system that are bound to
certain previous cognitive ‘experiences’ (states). For instance, a quale state in a mobile
phone may keep a remembrance of a recent event when a text message was received.
A driverless car can have a quale state regarding a shortage of gas. The qualia states
stored in the system’s global state can then be broadcast to the entire system as long as
a circumstance invoking them persists.

— the ability to recognize oneself as an individual object separate from the environ-
ment and other objects. This will be implied by a proper selection of sender-receiver
modules whose cooperation provides the required effect. There are several modalities
of signals that can have a similar effect. For instance, receiving a specific olfactory
(or chemosensory), electric, optical, acoustic or haptic return signal may indicate the
presence of other instances of the system. Obviously, the absence of such return sig-
nals indicates that no similar systems are around. For a similar purpose, in advanced
cyber-physical systems a vision system may be available.

— awareness of changes in the outside world. The feedback also allows the system
to distinguish its actions as registered by its sensory modules from the similarly regis-
tered actions performed by other systems. That is to say, in the latter case, the reports
from the motor modules do not match the sensations from the sensory modules.

Self-awareness thus provides a cognitive system with a rudimentary machine con-
cept of the self: the system has information on what goes on in the outside world, what
its actions are and what their effects. This information is of the form ‘here and now’ —
it is pertinent to the present position of the system in its environment and the present
moment.

(d) Self-controlled cognitive cyber-physical systems are self-informing

By the very definition of cognitive cyber-physical systems, the new current state
of a system and the projected actions are ‘broadcast’ to all its modules, simultane-
ously and in parallel. This ensures a synchronization of the actions when needed and
gives the modules a certain minimal information (namely, that ‘stored’ in the current
state) of what goes on in the entire system. Endowing machines with the possibility of
self-informing allows their modules to share information and collaborate, to address
whatever impending problem (cf. [3]). For example, consider a modern car in which a
fuel sensor reports a shortage of gas. If this information is globally available, then the
navigation system of the car can direct the driver to a nearest gas station [3].

Proposition 1 shows that minimal machine consciousness is a necessary condition
for adequate self-control of a cyber-physical system. This gives a technical guideline
for the desired behaviour of a system.

Example 4. If a given (cognitive) cyber-physical system does not satisfy all necessary criteria of MMC,
it is instructive when analyzing a system’s behaviour to find out what properties are missing that would
make it minimal machine conscious. For instance, driverless cars still seem to lack the full property of
‘self-informing’. (For example, currently, their GPS unit is not informed about an imminent malfunction-
ing of the engine, which means that the car may not be directed in time to the nearest service station.) Sim-
ilarly, deficiencies concerning their insufficient orientation in traffic point to insufficient ‘self-awareness’.
This type of analysis can point to shortcomings in a system’s design even before testing it.

In Section 4 we will see that minimal machine consciousness leads to a variety of
further properties that are normally associated with self-control.
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3.3 Reflecting on the Notion of Minimal Machine Consciousness

A cyber-physical system will not only be programmed to achieve a certain task, but
also to achieve it optimally under the varying circumstances that it may encounter.
One may well ask whether, and how, minimal machine consciousness may be utilized
to deliver this type of extra control as well.

If a cognitive cyber-physical system is minimal machine conscious, thus self-
monitoring and self-aware, it is potentially able to respond to any (internal or external)
event that comes on its way. However, if this event threatens to interfere with the ongo-
ing task in an critical way (whatever this means), the system may be ‘motivated’ to call
on special routines to salvage or restore the system’s mission. This results in so-called
artificial (or: machine) emotions, which cause the system to evaluate its options and
respond by modifying its behaviour or performance parameters.

Machine emotions are reactions of the physical components or changes in the be-
havior of a cyber-physical system to special classes of internal and/or external signals.
The notion originates from the seminal work of Simon [18] who describes (human)
emotions as ‘interrupt mechanisms’ that enable a (cognitive) system to react quickly
to situations that require urgent response. It may take a while before the system can re-
turn to normal mode. We refer to [7] for a further exposition of the theory of emotions
as rational responses of a cognitive system.

It thus appears that, if cognitive cyber-physical systems are designed to be minimal
machine conscious, the notion of machine emotions can be utilized as a programming
abstraction ‘free of charge’ in its design as well. The idea and use of emotions in
artefactual systems is a well-studied topic for many years [19].

4 A Manifesto On Minimal Machine Consciousness

We claim that minimal machine consciousness is a key criterion for all cognitive cyber-
physical systems in practice, in order to provide these systems with the necessary abil-
ities for smooth and safe operation. It has important consequences for the engineering
of cyber-physical systems. We summarize this in the following assertion.

All cyber-physical systems operating in a given environment, with or without
human aid, must be designed as minimal machine conscious cognitive systems.

In this section we argue for the importance of minimal machine consciousness. We
also hypothesize that cognitive cyber-physical systems can always be re-designed so
as to be minimal machine conscious.

4.1 What Minimal Machine Consciousness Makes Possible

In Table 1 we list a variety of important abilities which cyber-physical systems should
have and the mechanisms that facilitate them if the system is (cognitive and) minimal
machine conscious. It shows what is made possible by the combined properties of the
architecture and the four principles of minimal machine consciousness.

The feedback from the sensory and motor units brings straightforward benefits for
improving system performance. Self-knowledge, self-monitoring, and self-awareness
lead to improved decision making and increased detection capabilities. Self-informing



Minimally Conscious Cyber-Physical Systems 11

enables the cooperation and synchronization of a system’s modules. Altogether, min-
imal machine consciousness enables a system to detect and correct failures that can
potentially prevent a possible crash or disaster, and at least diminish the number of
false alarms, thus improving the trustability, reliability and safeness of the system un-
der the changing conditions in its environment.

Ability Mechanism

Improved decision making

Increased detection capabilities

Diminished number of false alarms Graded feedback from
Failure correction sensors and motor units
Damage registration

Flexibility and improved reliability in varying situations

Interception of adversarial physical actions Additional sensors
Attention mechanism Suppressing disturbing inputs
Limited form of introspection Cognitive states

Detection of patterns in ongoing processes Introspection

Recognition of itself as an individual subject, Cooperation of send-receive
separate from the environment and other systems mechanisms
Communication Send-receive mechanisms
Distinguishing one’s own actions Mismatch of motor actions
from the actions of other systems with sensory observations
Reading the intentions of other similar systems Situating the system into the
(machine empathy) position of the other systems
Limited cognitive and calculatory tasks Finite-state data processing

Subjective machine perception (machine qualia states) ~Storing states in states

Table 1. Abilities of minimal machine conscious cyber-physical systems and the corresponding mecha-
nisms that realize or facilitate them

The detailed mechanisms of self-awareness lead to further potential benefits. For
instance, self-awareness requires that the system must be able to distinguish its own
movement from any other movements that it can observe in the environment. This
property can be used, e.g., by a robotic arm system to intercept a motion (of an ‘in-
truder’) within reach of its arm. Another example is collision-free navigation. As an
extreme case, a minimal machine conscious system can ‘read the mind’ of another,
similar system by observing its input and by being aware that this is not its input.
Namely, thanks to the fact that the observing and the observed systems are of the same
construction, the observing system can infer the actions of the observed system.

One may note also that minimal machine consciousness is a prerequisite for au-
tonomous behavior, and thus for ethical behavior. Obviously, if a cognitive cyber-
physical system would not fully adhere to the four principles of minimal machine
consciousness, it would not always react adequately to all sensory stimuli, or make use
of introspection, or recognize itself as an individual subject, separate from the envi-
ronment and other systems, or distinguish its own actions and their consequences from
the actions of other agents. Hence, it would not behave rationally, and the more so,
autonomously and ethically in every conceivable situation.

4.2 Design Considerations

As presented, minimal machine consciousness becomes feasible once a cyber-physical
system is, or can be, designed as a cognitive system. This follows from the close con-
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nection between the four principles of minimal machine consciousness and the neces-
sary features of self-control during the consecutive phases of the operational cycle of
the system. Minimal machine consciousness enables the system to operate awarely in
its environment at any time.

We therefore contend that minimal machine consciousness should be one of the
major design objectives of any cyber-physical system. Having this is mind, the follow-
ing bold statement is at the heart of our design philosophy.

Claim 1 Any cognitive cyber-physical system operating in a given environment, with
or without human aid, can also be designed as a minimal machine conscious cyber-
physical system.

To see this, consider any cognitive cyber-physical system, operating in a given envi-
ronment. By design, the system will have the knowledge of what behavior must be
invoked, based on the continued inputs from its modules to the dashboard. It should
thus be possible to utilize this information from the dashboard fully and ‘redesign’
(or, re-program) the system, so as to transform it into one that conforms to the four
principles of minimal machine machine consciousness described above.

We go even a step further when it comes to the architecture of cyber-physical
systems. This concerns the modeling, construction and programming of any cyber-
physical system that mimics the activity in some domain of conscious human behavior
in general. We contend that these systems can always be designed (or, re-designed) so
as to conform to the architecture and operation of cognitive cyber-physical systems.
We therefore hypothesize the following, stronger claim.

Claim 2 All dedicated activities that can be consciously controlled by humans can
also be controlled by minimal machine conscious cognitive cyber-physical systems.

The background for this claim is that, if we take ‘conscious control’ to mean as much
as ‘possessing knowledge of how to behave to fulfill a certain task’, then one must be
close to knowing or discovering the dependencies between the various components of
the required behavior and the corresponding inputs from the interfaces and the sensory
and motor modules. If we accept the cognitive architecture as a standard, then the rules
and necessary information to drive the operational cycle should be in reach.

The claims can be the starting point for further methodological, or software engi-
neering considerations towards the realization of cyber-physical system as described
in, for example, [9] and [10]. Including minimal machine consciousness as a concrete
design objective calls for more orderliness and discipline in the design of the system,
by insisting on the fulfillment of the four necessary conditions required for this type of
‘consciousness’. The benefits are clear. The starting points for the methodology will
be further refined in Section 5.

Example 5. 1t seems that, currently, no clear-cut example of a deliberately designed minimal machine
conscious cyber-physical system exists. The closest example seems to be the modern smartphone. These
phones usually have a ‘dashboard’ in the form of a status bar (e.g. along the top of the touchscreen).
Here, the statuses of various important sensors, such as the quality of the wi-fi, mobile network, GPS,
the bluetooth signal, battery power, etcetera, are depicted with the help of the respective icons. At the
same time, the icons indicate the quality of the respective signals. This is, in fact, global information
describing the current state of the device that is accessible to all modules of the phone, and a witness
of the system’s self-knowledge and self-monitoring. Last but not least, the system is quite self-aware
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— it can recognize the incoming calls, send and receive messages, establish the bluetooth connection,
identify changes in its location (via GPS), etcetera. Interestingly, these abilities of smartphones are the
result of an incremental, technological evolution and the development of user requirements rather than of
a purposeful effort to make the devices minimal machine conscious. This only confirms that the idea of
minimal machine consciousness is a natural and useful concept that is worth to follow up and exploit as
a design objective.

In the sections below we will give further arguments in favor of minimal machine
consciousness as a required feature of adequately designed (cognitive) cyber-physical
systems.

5 Qualities of Minimal Machine Conscious Cyber-Physical Systems

In this section we consider some further qualities of (cognitive) cyber-physical sys-
tems. First we discuss the importance of feedback for achieving MMC. Then we elu-
cidate what distinguishes minimal machine conscious cyber-physical systems from
many currently known systems, including so-called zombie systems. Based on this,
we propose a fest for minimal machine consciousness. Finally, we argue that minimal
machine conscious cyber-physical systems are perfectly geared to ‘cooperate’ with
other systems of the same caliber, leading to a refinement of our design philosophy for
cyber-physical systems. The methodology even applies when humans are included as
components, in so-called cyber-physical human systems [20].

5.1 Feedback and MMC

A cognitive cyber-physical system operates with two kinds of inputs (signals). The first
kind results from its self-knowledge and consists of direct sensations from its (inter-
faces and) sensory modules, in some represented form. The second kind results from
its self-monitoring ability and consists of feedbacks both from the sensory (their qual-
ities) and the motor modules (the reports). Based on the direct inputs and the feedback
information, the control unit adjusts the cognitive state and the system’s behavior.

Note that cyber-physical systems that would operate solely based on the direct
inputs would, in fact, obtain insufficient data to drive the components of the systems
safely and securely. It could jeopardize the system’s behavior since the inputs may be
incomplete or flawed, for various technical as well as environmental reasons. However,
properly designed software that makes use of the feedback information will enable the
cognitive system to take appropriate actions.

It is exactly this difference between the behavior with and without feedback infor-
mation, that captures the distinction between a system that is or is not minimal machine
conscious. Feedback information is necessary for a system’s autonomous behavior, as
noted earlier. After all, how could a system be autonomous and always react properly,
if it does not register all its internal or external stimuli all the time?

5.2 Testing for Minimal Machine Consciousness

An interesting question is how one might be able to tell whether a given (cognitive)
cyber-physical system is minimal machine conscious. To this end we first consider
those systems that lack one or more of the self-control options of minimal machine
consciousness. Among current cyber-physical systems, they are the common type.
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Definition 3. A cognitive cyber-physical system C' is called a zombie system if and
only if C' is not minimal machine conscious.

Zombie systems are either not fully self-knowledgeable, self-monitoring, self-aware
or, indeed, not fully self-informing. If any of the four abilities of MMC is not fully
present, then situations may occur of which the characteristics are not completely (or
not correctly) registered by the respective mechanisms of the cognitive system (viz.,
on its dashboard). Consequently, the system may not behave or react properly in these
situations, possibly causing damage or disaster. This is the basic idea behind the fol-
lowing assertion, expressing that minimal machine conscious cyber-physical systems
have superior self-control compared to zombie systems (cf. [22]).

Proposition 2. Let M be an arbitrary minimal machine conscious (i.e., non-zombie)
cyber-physical system and Z an arbitrary zombie system. Then there exist situations
in which Z cannot behave in the same way as M does.

Clearly, under the assumption that all sensory and motor modules of a cognitive
cyber-physical system work flawlessly and the environment does not put any obstacles
in the way of its normal operation, the system does not need the facilities of minimal
machine consciousness. In this case its tasks may as well be performed by a zombie
system. Minimal machine consciousness is required as soon as feedback information
from the modules becomes essential for the system’s flawless operation.

In essence, Proposition 2 expresses that the class of cognitive tasks that can be
handled by minimal machine conscious systems is strictly larger than the class of tasks
handled by zombie systems. Understanding the behavior of zombie systems is impor-
tant for determining how one might actually fest whether a given cognitive system is
minimal machine conscious.

Testing Based on Proposition 2 and its justification, an effective test for minimal ma-
chine consciousness can be given which can be applied to all cyber-physical systems
that sensibly qualify and allow for experimentation (e.g. using a simulator). This is im-
portant both for existing systems and for new systems at relevant stages of their design
(presumably, as a minimally machine conscious system).

Proposition 3. Let C be an arbitrary cognitive cyber-physical system that is con-
structed so as to behave purposefully under all internal and external conditions that it
can encounter. Then one can effectively test C' for minimal machine consciousness.

Given a cognitive system C, the idea of the test is based on the common practice in
software and system testing, namely to check experimentally whether the assumptions
on C’s operation are always fulfilled. To this end, one tests whether C' indeed adjusts its
behavior as desired to all variable conditions in its environment that could complicate
its mission. That is, one checks whether C' continues to operate meaningfully whenever
the system, its interfaces, and its sensors or motor units are (temporarily) interfered
with. If, under any such conditions, C' starts to behave erratically or nonsensically, we
conclude that it is not minimal machine conscious and thus a zombie system.

If C is a zombie system, then it cannot pass the test, if the testing is sufficiently
exhaustive. After all, by Proposition 2, there will be situations in which C misses some
information that is important for adequate behavior due to the lack, or insufficient
mastering, of the full effect of minimal machine consciousness.
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When testing for minimal machine consciousness, one first has to know whether
the hardware is fully reliable, i.e. whether its interfaces, sensors and effectors work
as required, whether they react properly to the signals sent by the finite-state control
unit, whether they return properly graded feedback, and whether their constellation
is fault-tolerant. Only then does it make sense to test that the system always adheres
to its operational goal. That is, whether its behavior, i.e. the sequence of actions as
produced in any given environment and under any given circumstance, is ‘meaningful’
and ‘non-erratic’, i.e. corresponds correctly to its mission.

Note that the experimental test can be used in real situations, e.g. for testing
whether a flight control system can cope with all situations when critical parts of the
system may be malfunctioning. Even if a system has not been designed as being mini-
mal machine conscious, the criteria of MMC are important for the design of properly
focused test procedures.

Example 6. Consider again the disaster of Lion Air Flight 610 in October 2018. According to Wikipedia,
already in earlier flights, and during the flight itself, several malfunctions of the aircraft’s control system
were reported. Due to insufficient knowledge of the situation and its causes, and lacking the training
for such a situation, the pilots were not able to react properly to intercept the looming causality. In our
terminology, the cyber-physical system represented by the aircraft, its on-board computers, machinery,
and the crew, was not minimal machine conscious. All information was available, so-to-speak literally on
the dashboard, but what was missing was the full power of self-informing: making the globally available
information about the state of the affairs known to all parts of the system. Even if this information would
have been available, the control system, inclusively the pilots, was not ‘programmed’ to deal with the
situation. This is because the system was not tested for completeness. A properly designed system with
minimal machine consciousness might have resolved the situation even without human aid.

Testing the four criteria of minimal machine consciousness for cognitive cyber-
physical systems is not merely a matter of software and system testing, but notably
of requirements analysis and completeness testing. Their dual role in requirements
engineering is well-known.

Finally, all further insights from the theory of testing apply. In particular, no amount
of testing normally suffices to guarantee that the criteria of minimal machine con-
sciousness are always satisfied: it is an empirical fact that there will always be circum-
stances in practice that are not anticipated in a testing process. This does not contra-
dict our manifesto but, rather, reinforces it as a design philosophy. It does support the
principle that, ideally, all critical parts of a system are formally verified, based on the
detailed specification of its MMC properties.

On consciousness testing Testing cognitive systems for minimal machine conscious-
ness reminds of the well-known problem from the Theory of Mind whether there is
a test for consciousness. In philosophy, possessing (human-like) consciousness is of-
ten seen as defining an important boundary between behavior that is ‘responsible’ and
behaviour that is not, for animals and robots (cf. [17]).

The principle of our test for minimal machine consciousness is equally suitable
for consciousness testing, for living as well as non-living entities. Compared to the
test recently proposed by Schneider and Turner [16, 17] for detecting consciousness in
robots (a variant of the Turing test that focuses on discovering subjective experiences
during a verbal interaction with the tested subject), one immediately sees the advan-
tages of our approach. Namely, it is a behavioral test not dependent on understanding
a natural language.
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5.3 Minimal Collective Machine Consciousness

Given a number of different cyber-physical systems, there may be considerable poten-
tial in combining them into one ‘composed system’. This happens, for example, when
a complex task must be split over several cyber-physical systems, with each system
dedicated to a well-identified subtask. This leads us to consider networks of cooperat-
ing cyber-physical systems that all handle different subtasks and collectively perform
the task at hand.

If the ‘nodes’ are all cognitive cyber-physical systems, then one may turn the net-
work into a cognitive cyber-physical ‘meta-system’ by adding a global finite-control
unit that sees the nodes as sensory/motor units and combines their information into
one global operational cycle (which need not be synchronized with the operational cy-
cles of the nodes). This construction is especially interesting when the nodes are all
minimal machine conscious. The network will, in general, be self-organizing.

Example 7. One may think of modern robots as cognitive cyber-physical meta-systems, with subsystems
dedicated to specific tasks like vision, motion, sensing, and grasping. More generally, teams of robots,
swarms of drones, nano-machines in a bloodstream, etc., also qualify.

To see what sort of additional machine consciousness this may lead to, consider
an arbitrary cyber-physical meta-system D. The nature of the information D collects
from its nodes may vary widely. It can be data from the specific subtasks of the nodes,
statistics related to their activities, reports on the working conditions and cognitive
states of the underlying cyber-physical systems, etcetera. Based on this, D can keep
track of the part of the ‘world’ that is registered by its nodes. In particular, if the nodes
are minimal machine conscious, D may collect their qualia states.

As aresult, D has all it needs to register the prevailing ‘spirit’ of its node systems
and is, as we say, minimal collective machine conscious: it is self-knowledgeable, self-
monitoring, and self-aware of what goes on in the network, and it will be as self-
informing to the nodes as is needed and foreseen for their collective operation as a
meta-system. Note that, after processing all information, D’s finite-control unit need
not send the new state and action information to its nodes necessarily in a parallel,
‘one-to-all” manner. The appropriate information will normally be broadcast over the
connections as they exist in its network at the time.

From an abstract perspective, cyber-physical meta-systems are just cyber-physical
systems that are more explicitly tailored to structured design, with dedicated cyber-
physical systems constituting one integrated system. With the design philosophy of
cyber-physical system design in mind (cf. Section 4), these considerations now lead us
to the following, bold, refinements of Claims 1 and 2.

Claim 3 Any cognitive cyber-physical meta-system with its components operating in
a given environment, with or without human aid, can also be designed as a minimal
collective machine conscious cyber-physical meta-system.

Claim 4 Any complex of dedicated activities that can be consciously controlled by
humans can also be controlled by a minimal collective machine conscious cognitive
cyber-physical meta-system.

These claims jointly complement the design methodology for cyber-physical systems
advocated in our philosophy.
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The notion of (minimal collective machine conscious) cyber-physical meta-system
can be extended by explicitly including human agents, in an indirect or active role in
the networks. This leads to a powerful bread of systems called cyber-physical human
systems or cyber-physical social systems, which can provide a host of services and
tasks (cf. [20, 25]). We quote the following characterization from [20]:

Definition 4. A cyber-physical human system consists of interconnected systems (com-
puters, cyber-physical devices, and people) ‘talking’ to each other across space and
time and allowing other systems, devices, and data streams to connect and disconnect.

Cyber-physical human systems may be seen as an interconnected network of cyber-
physical systems, together with humans which manage and utilize them. The design
methodology of cyber-physical meta-systems directly applies to them as well.

Example 8. As examples, one may consider a smart city, or a small grid, or a (modern) country with e-
government, etc. In general, one may think of all kinds of intelligent infrastructures that involve humans
and computers (cf. [21], [11]), social networks, and e.g. the social credit system developed in China.

Cyber-physical human systems can be used, but also abused, for many different
purposes in society, and their design requires careful ethical control and supervision.
When complex cyber-physical systems are knowingly designed as minimal machine
conscious systems, it is pertinent that we strive for systems that are not only au-
tonomous, but also provably ethical.

6 What Can We Do?

The design and development of cyber-physical (meta-)systems often involves the most
advanced forms of modern Al technology, to create and achieve some desired tech-
nological goal. It is tempting to add further capabilities of intelligence and autonomy.
Many philosophers before us have spoken out against the development of systems with
these capabilities, which may well turn on us in unexpected ways. But then, quoting
Dennett [4]: what can we do?

In this section we will argue that it is sufficient to strive for minimal machine
consciousness as a technological answer.

6.1 Desideratum

A good illustration is the development of autonomous, or driverless, vehicles. The best
currently produced driverless cars are classified as so-called level I (‘hands-on’) cars,
where the driver and the car-guidance system share the control of the vehicle (cf. [24]).
These cars are already equipped with many functions, like self-parking, speed limiter,
cruise control, anti-skid braking, air conditioning, charcoal filter cleaning, customiza-
tion options, emission test, fuel management, direct download of software updates,
active suspension, start-stop, navigation, etcetera (cf. [10]). Cars of level 2 or higher
have even more, potentially autonomous functions.

The question is: do all combinations of these functions work properly when they
work at the same time? For instance: can start-stop and air conditioning be active si-
multaneously? Is cruise control compatible with speed limitation? Can self-parking be
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activated during a software download? Does the active suspension smooth the impact
of a pothole during self-parking? (cf. [10]). Should navigation to the nearest service
station be invoked when an engine malfunction is detected? It is unclear whether these
forms of self-control are present, and whether the completeness of the system has been
sufficiently tested.

In the preceding sections we have argued that the answer is contained in designing
car systems as cognitive cyber-physical systems that are minimal machine conscious.
A minimal machine conscious driverless car should be able to resolve the listed prob-
lems without failures of design.

6.2 Minimal Machine Consciousness and Industry 4.0

It is a serious challenge to design a specific minimal machine conscious cyber-physical
system that can handle all possible situations, given the numerous situations that the
system can face. This is well-recognized in the area of software engineering, for em-
bedded systems and cyber-physical systems alike. However, the challenge must be
met, as cyber-physical systems are crucial for all enterprises. This is notably expressed
in the advanced concepts of smart manufacturing in Industry 4.0 [8].

In Industry 4.0 it is foreseen that all production processes in factories are automated
and computerized, making them flexible and efficient by the use of modern information
and communication technologies and the advanced options of intelligent systems and
services [14]. The processes will be connected and controlled by smart systems that
manage entire production lines and make decisions of their own, in symbiosis with
human operators. We refer to [13] for an overview of the technological challenges
involved.

The core systems of Industry 4.0 can be recognized to be cyber-physical (human)
systems or even meta-systems as defined in Section 5. As we have argued in this de-
sign philosophy, these systems must be designed so as to be ‘cognitive’ and minimal
(collective) machine conscious. With the testability of the latter in mind, this seems
certainly achievable when taken into account as a criterion from the outset. It may be
the limit of what current hardware and software engineering methods can do.

Fortunately, a promising technology is emerging that enables both the design and
the efficient testing of potentially minimal machine conscious cyber-physical systems:
the technology of digital twins. In our case, a digital twin would be a digital replica of
the physical part of a designated cyber-physical system. Using a digital twin of (a part
of) the cyber-physical system, one can systematically test whether it will react properly
to all external and internal conditions, provided the combinations and scenarios that the
system’s modules may face can be finitely enumerated. If a system passes such a test,
we know that it is complete with respect to all events that can be registered by the
system (cf. Definition 1). Of course, if the testing cannot be exhaustive, the system can
only be guaranteed as far as the scenarios went.

Digital twin research is a growing and flourishing scientific field (cf. [6]). Its appli-
cation to the design and testing of minimal machine conscious systems can give further
impetus to the research and development of this technology. It is generally accepted
that digital twin technology is one of the key enablers of Industry 4.0. The concept
of minimal machine consciousness has the potential to revolutionize this field further.



Minimally Conscious Cyber-Physical Systems 19

The concept brings a new quality to digital technologies, by making them more flexi-
ble, more robust, and, last but not least, safer and more secure.

6.3 A New Sort of Entity

Dennett [4] claims that “We don’t need artificial cognitive agents. We need intelligent
tools.” His claim seems to contradict the spirit of our design philosophy, that pleads in
favor of using minimal conscious artificial cognitive agents.

However, what Dennett means is that we do not need humanoid agents endowed
with a human-like consciousness. Rather, what we need are intelligent tools that ‘do
not have rights, feelings, and cannot suffer’. To quote Dennett [4] again, we need “an
entirely new sort of entity, rather like oracles, with no conscience, no fear of death, no
distracting love and hates, no personality, but with clear advantages in terms of their
user benefits.”

We believe that minimal machine conscious cyber-physical systems follow his vi-
sion. Contrary to Dennett [4], we believe that “if will not be hard [. .. | learning to live
with [these systems] without distracting ourselves with fantasies about the Singularity
in which these Als will enslave us, literally.”

7 Conclusion

We analyzed the current complexities of cyber-physical systems and found the concept
of minimal machine consciousness to be a possible answer to the problem of making
these systems more robust and safe. The main message of this paper is the following
assertion.

All cyber-physical systems operating in a given environment, with or without
human aid, must be designed as minimal machine conscious cognitive systems.

Minimal machine consciousness is applicable to all systems, not only to highly com-
plex ones. However, it is not an add-on feature that can be achieved by merely up-
grading the software. In our approach, it requires a suitable system architecture to deal
with the graded feedbacks from all sensory and motor units, in addition to a proper
embodiment that suits the system’s intended task. Even when these requirements are
not met, the criteria of minimal machine consciousness can still be aimed for.

Minimal machine consciousness has a meaningful purpose, its benefits are sub-
stantial and can hardly be obtained differently. What is costly, however, is the devel-
opment of systems that have this property, as maximal attention must be paid to their
functionality under all possible conditions, be they caused by software or hardware
malfunctioning, or by unfortunate combinations of adversarial external factors. In ex-
isting systems, minimal machine consciousness can be a target in the gradual evolution
of the software, if the system allows for it.

More attention must be paid to the methodological aspects of developing and test-
ing minimally machine conscious cyber-physical systems, since current methodologies
do not take the requirements of minimal machine consciousness into account [9, 10].
When designing new cyber-physical systems, or innovating existing ones, especially
those in which risks for human life are at stake, it is the matter of responsible design
and ethics to make such systems minimal machine conscious.
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